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v Personalized virtual hearts are important for personalized
medicine.

v Estimating high dimensional (HD) spatially distributed tissue
properties from sparse, noisy, and indirect data is a challenge.

v Novel framework:
v A novel graph convolutional variational auto-encoder (VAE)

to allow generative modeling of non-Euclidean data

v Embed a VAE into the objective function of Bayesian
Optimization, providing an implicit low-dimensional (LD)
search space that represents the generative code of the HD
tissue properties defined over a graph.

Overview

Presented Framework

Related Works

v Anatomy-based grid
v Incorporate anatomical 

knowledge in VAE

v Exploit spatial proximity 
and hierarchical 
composition information

(a) Fixed segments (FS) (b) Fixed Hierarchy (FH)

v Data-driven generative model of HD tissue properties

Bayesian Optimization with Embedded VAE

Represent θ with the expectation of probabilistic generator           
:

Embed HD search in LD latent space

Graph Convolutional Variational Autoencoder

Local Connectivity and Graph Convolution

Hierarchical Compositionality and Pooling

Pooling:
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Multilevel graph clustering with Graclus

Un-pooling:

Personalization of Model Parameters
v HD parameter estimation as optimization problem:

Here, u is the transmembrane action potential and θ parameter 
being estimated is associated with ischemic severity.

where H is transfer matrix, U is transmural 
action potential and Y is ECG signals.

Complex objective function!

Cardiac Electrophysiological Model

Forward Model

gVAE-based Parameter Optimization

Synthetic Experiments

gVAE as a Generative Model

v Dataset synthetically generated by random region growing on patient-specific mesh 
v Training data ~ 78, 208 & Testing/Validation data ~ 13,545
v B-spline basis of degree m=1 with kernel k1 = k2= k3 =5
v Adam optimizer, initial learning rate = 0.001 

Fig. 2: (a) Comparison of reconstruction accuracy using gVAE with a 2d manifold vs.
PCA and fVAE with various-dimensional manifolds. (b)-(c): Plots of 2d latent codes
from gVAE colored by infarct location (b) and infarct size (c).

Table 1: Comparison of reconstruction accuracy

Feature Sharing across Geometries

Vertices : N nodes in the mesh
Edges : Using K nearest neighbors
Edge attribute: normalized  [xi - xj, yi - yj, zi - zj]

or 0 if no edge 

• Two patients with previous myocardial infraction
• Data: 120-lead ECG data.

# of model 
evaluations gVAE fVAE FH FS

Case 1 100 100 5798 1501
Case 2 100 100 4056 1058

Real-data Experiments
Summary

v Novel graph convolutional VAE for HD Bayesian optimization of model
parameters

v Future works: incorporate uncertainty from probablistic generative model,
training data from MRI and feature sharing across geometries.
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