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PI Project Title: DAPLDS: A Dynamically Adaptive Protein-Ligand Docking System Based on Multi-Scale Modeling
1. Please highlight your scientific progress from year 1, where did you hope to be after year 1?

The cyber tool, DAPLDS, has been one of the main focuses of our efforts in year 1. The tool, in its initial form, is in alpha testing in a volunteer computing (VC) environment; see Docking@Home at http://docking.utep.edu. The present incarnation of the tool uses software based on CHARMM to simulate protein-ligand docking; currently only one model is being used to simulate docking. The model is based on a simple representation of the protein-ligand complex (a 3D grid, centered on the active site of the protein) and solvent (a distance-dependent dielectric coefficient). Docking@Home gathers 380 volunteers participating with their computers connected to the Internet in our protein-ligand docking simulations.

In order to investigate ways to enhance the performance of the DAPLDS cyber tool, SimBA, a discrete-event simulator was developed; the simulator continues to be enhanced. New work-unit scheduling algorithms used to schedule Docking@Home tasks to global resources were developed. These algorithms are adaptive in nature, i.e., scheduling decisions are based on the availability and reliability of volunteer resources. SimBA was used to investigate the performance of these new work-unit scheduling algorithms and compare their performance with other algorithms. Discrepancies in simulation results generated by different computing platforms prompted us to devote effort to understanding the reasons for these discrepancies. We have classified a fairly large number of platforms according to their level of agreement. Our next step, which is in progress, is to identify the source of the discrepancies. 

A collaboration was established with IBM that focuses on work-unit scheduling. New scheduling policies applied by World Community Grid (http://www.worldcommunitygrid.org/) have been implemented in SimBA and are currently compared in terms of performance with existing scheduling policies used in BOINC as well as new policies under development in Docking@Home.

A collaboration was established with Leiden University. This collaboration focuses on performance enhancements to the DAPLDS cyber tool and the implementation of easy-to-use graphical interfaces for scientists to set up and monitor simulations of molecular systems on volunteer computing platforms as well as for educational purposes, e.g., to introduce the volunteer computing paradigm in parallel and concurrent programming courses and to study molecular modeling and analysis in bioinformatics courses.

With reference to the BOINC middleware used by Docking@Home, the scheduling policies in the BOINC client have been improved so that hosts can successfully contribute to an unlimited number of projects (that is, can complete jobs by their deadlines most of the time) even when the host is slow, its availability is low and/or highly variable, and job completion time estimates are consistently erroneous. The support for "account managers" - web sites has been added so that let computer owners browse volunteer computing projects and sign up for them with a single click. Last but not least, the BOINC scheduler has become "memory aware", so that it suspends applications if their memory usage exceeds user-configurable limits. This will make it feasible for volunteer computing applications to use large or unpredictable amounts of RAM.

With reference to the search for new models and protein-ligand complexes: one of the primary scientific goals of the DAPLDS project is to develop, improve and validate our CHARMM-based protein-ligand docking methods. To achieve this goal, the research has been focused on model protein-ligand systems with sufficient experimental data and with large biomedical impact. In particular initial studies focus on important classes of well-characterized drug target enzymes and their inhibitors. The study of well-characterized drug targets remains very useful for improving methodology, which can then be applied to the design of new and improved drugs. 

A lot of work goes in to preparing a protein-ligand complex to be ready for docking. In order to perform our CHARMM-based molecular docking calculations on a protein-ligand complex, one of the most challenging preliminary steps is to develop a reasonable potential energy function for both the protein and the ligand. Over the years much work has been done by many researchers in the CHARMM community to develop and verify various all-atom potential functions for proteins. However, much work still needs to be done to develop, improve, and verify a generalized potential function for small molecule ligands that is compatible with the CHARMM potential function for proteins. Changes to the potential energy function for the small molecule ligands and protein will affect the accuracy of docking results. Therefore changes to the potential function can be validated by docking accuracy. 

The most challenging aspect of developing all-atom potential functions for small molecules is the incredible chemical diversity that is possible from combinations of various functional groups from organic chemistry (e.g., alkanes, alkyl halides, alchohols, thiols, ketones, ethers, esters, etc.). This results in a very large number of possibilities for novel small molecule compounds with diverse connectivities for these various functional groups. New ligands that have never been studied before may exhibit novel connectivity between functional groups that is not adequately described by the current potential function. Therefore, we must constantly expand and improve our small molecule potential function so it covers more diverse combinations of functional groups. 

In the past year, time and effort have been dedicated to extending small molecule potential function to cover many inhibitor types for the enzyme classes: aspartic proteases, serine proteases, and kinases. This will soon allow us to perform new docking calculations and cross-docking studies of: 

• Aspartic proteases: HIV protease, endothiapepsin, and penicillopepsin 

• Serine proteases: a-thrombin, trypsin, and factor Xa 

• Kinases: CDK2, cAMP kinase, and MAP kinase

Thus far, the work described above has resulted in one journal article, six conference/workshop papers, and three posters (see below).

Journal Papers

1. M. Taufer, C. An, A. Kerstens , and C.L. Brooks III: Predictor@Home: A Protein Structure Prediction Supercomputer Based on Global Computing. IEEE Transactions on Parallel and Distributed Systems, 17(8): 786-796, August 2006. 

Research Papers in Refereed Conferences, Symposiums, and Workshops

1. M. Taufer, A. Kerstens, T. Estrada, D.A. Flores, and P.J. Teller: SimBA: a Discrete Event Simulator for Performance Prediction of Volunteer Computing Projects. To appear in Proceedings of the International Workshop on Principles of Advanced and Distributed Simulation 2007 (PADS'07), June 2007, San Diego, CA, USA. 

2. M. Taufer, A. Kerstens, T. Estrada, D.A. Flores, R. Zamudio, P.J. Teller, R. Armen, and C.L. Brooks III: Moving Volunteer Computing towards Knowledge-Constructed, Dynamically-Adaptive Modeling and Scheduling. To appear in Proceedings of the First Workshop on Large-Scale, Volatile Desktop Grids (PCGrid'07), in conjunction with IPDPS'07 March 2007, Long Beach, CA, USA. 

3. T. Estrada, D. Flores, M. Taufer, P. Teller, A. Kerstens, and D. Anderson: The Effectiveness of Threshold-based Scheduling Policies in BOINC Projects. In Proceedings of the 2nd IEEE International Conference on e-Science and Grid Technologies (eScience 2006). December 2006, Amsterdam, The Netherlands. 

4. M. Taufer, P.J. Teller, D.P. Anderson, and C.L. Brooks III: Metrics for Effective Resource Management in Global Computing Environments. In Proceedings of the 1st IEEE International Conference on e-Science and Grid Technologies (eScience 2005). December 2005, Melbourne, Australia. 

Educational Papers in Refereed Conferences
1. M. Taufer, P.J. Teller, A. Kerstens, R. Romero: Collaborative Research Tools for Students, Staff, and Faculty. In Proceedings of the International SUN Conference on Teaching and Learning, March 2006, El Paso, TX. 

Posters

1. D. Flores, T. Estrada, M. Taufer, P. Teller, and A. Kerstens: SimBA: a Discrete Event Simulator for Performance Prediction of Volunteer Computing Projects. Poster in Proceedings of SC 2006, ACM/IEEE Supercomputing 06, November 2006, Tampa, FL.
2. Michela Taufer, Patricia J. Teller, Martine Ceberio, David Anderson, Charles L. Brooks III, Andre Kerstens, Trilce Estrada, David Flores, Richard Zamudio, Karina Escapita, Guillermo Lopez, and Roger Armen: DAPLDS: Dynamically Adaptive Protein-Ligand Docking System using Volunteer Computing. Poster presented at the SC 2006 Research Exhibit of the High-End Computing (HEC) along the Rio Grande Alliance, ACM/IEEE Supercomputing 2006, November 2006, Tampa, FL.

3. M. Taufer, P.J. Teller, M. Ceberio, D.P. Anderson, R. Armen, C.L. Brooks III: DAPLDS: a Dynamically Adaptive Protein-Ligand Docking System based on Multi-Scale Modeling.  Poster presented at the SC 2005 Research Exhibit of the High-End Computing (HEC) along the Rio Grande Alliance, ACM/IEEE Supercomputing 2005, November 2005, Seattle, WA. 
2. What challenges did you experience?

Since the award was made in September 2005, we were not able to hire students until January 2006. Nonetheless, we have made good progress. 

3. What unexpected outcomes did you encounter?

It took longer than we expected to bring students up to speed on the project.

4. What are the major advances that have occurred in your field this year?

5. How successful were your proposed tools, and did you adopt new tools?

As mentioned in 1, we developed and launched the first version of the DAPLDS cyber tool and developed a simulator of the DAPLDS cyber tool, which is being used extensively. As can be seen from our publications, we have had good initial success with both the cyber tool and the simulator. 
6. Please share your individual experiences of collaborating with the broader community.

Through its forum, Docking@Home has created an opportunity for information and dissemination in knowledge of protein-ligand docking and volunteer computing; both the volunteers that are participating in Docking@Home and the community at large can participate in the forum. The first edition of a newsletter reporting the goals and achievements of the project during year 1 was distributed in December 2006 to the volunteers and is now available to the public at: http://docking.utep.edu/newsletters.php.
7. Please highlight your plans for year 2.

In year 2, we will:

· Characterize, with respect to execution statistics, work units executed on global resources: The execution time characterization will be based on computation, memory, and stalls, e.g., (execution time, cache-miss statistics, stall statistics) = G(model, protein-ligand pair, compute platform). 
· Introduce additional models and classify protein-ligand pairs in terms of complexity: Using the original and new models, classify tasks in terms of accuracy, e.g., Accuracy-level = F(model, protein-ligand pair).

· Using the execution-time characterization and protein-ligand pair classification, match work units to global resources, e.g., Compute-platform = H(model, protein-ligand pair).

· Enhance the simulator to track our research path.

8. What is your primary MSM Working Group?

Several members of the project are observers in the MSM Working Group 5, two are active participants, and the PI of the project is serving as the lead of the working group. Currently the working group has a web page (http://gcl.utep.edu/projects/msm/) that the public can access; the web page reports the activities of the working group. The activities include bi-monthly meetings with experts in the high-performance, grid, and volunteer computing community.

9. Please comment on your MSM Working Group(s), and what needs to be improved?

The working group has eight active participants and 16 observers. The main challenge that the group is facing is the scheduling of dates for the bi-monthly meetings. This is particularly challenging during the semester when several members have teaching duties.

10. How do you foresee logical linking of models with others in the MSM?

During year 1, several projects were still in a preliminary phase: the computing infrastructures were under development or needed to be selected. Therefore the working group has focused on knowledge dissemination in high-performance, grid, and volunteer computing. Several external experts have been invited to join our meetings to present emerging technologies and computation paradigms. During year 2, the group activities will move towards a more practical exploration of computational methods and tools used in the several projects. In this context, we anticipate that there will be a natural need for sharing tools and computational approaches.

11. Are you writing grants?

We wrote an NSF grant proposal for support of undergraduate students, who are to be trained to be researchers. This proposal was successful; some of the students will be involved in the research associated with this grant.

We wrote a grant proposal that leverages this work; instead of using a volunteer computing environment, it uses a high-performance computing environment, where the challenges associated with performance differ. It was submitted as part of a proposal to the Army.
12. Are you finding new collaborations?

Indeed, as mentioned above, we have begun to collaborate with IBM and Leiden University. In addition, we anticipate that discussions within Working Group 5 could eventually grow into possible collaborations. In particular, there have been some interesting discussions with Jim Brasseur (PSU) on challenges in running large-scale simulations on heterogeneous systems and the trustworthiness of scientific results presenting divergences due to this heterogeneity. With George Karniadakis (Brown University) there have been some discussions on challenges in performing heterogeneous workflow simulations on TeraGrid.
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