30 May 2012

To: Grace Peng, NIH NIBIB, Director MSM IMAG Consortium
From: Jim Schwaber 
Subject: Possible topic for relating models to personalized or Precision Medicine
From several directions I got your message to think about the theme of “Models for Personalized Healthcare”. A quick look at this website http://www.hhs.gov/myhealthcare/ confirmed my sense that personalized healthcare generally is driven from a genomics or omics perspective. For example, our speaker on 22 May, invited by the Residents, was Ralph Hruban from Hopkins who gave a compelling presentation titled “next gen sequencing and personalized diagnostic and treatment strategies for pancreatic cancer”. We could discuss how to relate modeling to these datasets to approach personalized medicine. 
What I suggest we discuss/explore: High-throughput data are rarely used for mechanistic model building. We explored this at our Oct. 2011 meeting. The problem is that these datasets are extremely variable. The variability is such that it does not appear to represent deviation around a mean, with samples drawn from a single distribution - it appears more consistent with multiple distinct subtypes or states within the population. Thus, statistics does not yield a structure for modeling. This is due both to intrinsic variability in stochastic transcriptional processes (intrinsic noise) and (mostly) to extrinsic noise resting on the variable experience of each cell accumulated over its environmental history. This implies that different cells comprising the (presumably homogeneous) samples are using a variety of distinct gene regulatory mechanisms.
Genomics results are also disruptive to deterministic modeling due to the discovery that complex traits (behavior, function, disease) are multigenic, with no single dominant causal gene. Functions depend on a system of interactions. Further, genes are not functionally committed, but participate in a variety of functional networks in different roles (e.g. see ENCODE and FANTOM Projects). 
“Precision medicine” requires we treat this variability and complexity “not as a glitch but as a feature”. No two cancers are alike, and cancer cells in a tumor are heterogeneous and evolving. Likewise hypertension is variable as a disease and no one mechanism and treatment will fit all situations. At a higher level, in neural circuits for respiration the electrophysiological spiking behavior of any neuron is extremely variable from breath to breath, and can change its phase relationship to breathing on a time scale of minutes. Further, a relationship of spiking behavior between neurons is highly variable and unpredictable breath to breath: the circuits themselves may vary each breath. 
Premise 1: Understanding these kinds of variability via modeling can be the basis for interpreting individual heterogeneity in Precision Medicine. 
Premise 2:  Mechanistic models may need to evolve significantly to do so. For example, present models drilling down to specify a role for a causal gene or protein may be of limited significance to this problem. Here are some specific ideas to consider to bridge high throughput genomics/sysbio and modeling, many of which were raised at our Oct 2011 meeting:  
· Extend correlational analysis toward network topology in progressive stages, 
(1) performing statistical tests for functional hypotheses – i.e. search datasets for specific functional networks, regulatory programs, proposed causal mechanism or other “ “hypothesized systems” or “known network topologies” 
(2) based on these results design new datasets taken across conditions/perturbations, and of other regulatory RNA and proteins, expanding new network function hypotheses-predictions (Freeman, Staele et al., 2012 a,b; Freeman et al., 2012; Zhu et al. 2012) 
(3) using additional data types such as microRNA, transcription factor binding, epigenetic marking, pull specific states in the complex dataset into vertically constrained systems.
· Define or confirm hypothesized edges and nodes. We have integrated global sensitivity and decision tree analysis as a working strategy in this direction (Miller et al. 2010 PMID: 21167049 and Vadigepalli et al. 2012 PMID: 22002872). We use models to explore the significance of variability; In this context we (Foster et al. PMID 7509859) propose a paradigm shift to consider parameter significances not based on means but on ranges and distributions/mutual sensitivities supporting a network. Design experiments that should illustrate the topology in their datasets.
· Match data variability with model variability. Yoram Vodovotz presented results in our Oct 2011 meeting on a series of different models to capture the variability in his inflammation data, with a range of models to reflect the apparent range of inflammatory response patterns. He had a range of sample response types with different functional models, different networks that give rise to the inflammatory function – something like the genetic concepts of degeneracy and expressivity. Similarly, Eve Marder has been publishing on the requirement for a range of models to capture the variability in neuronal behavior observed in a functional network (e.g. PMID:  21270780).
· Embrace stochastic or hybrid models - e.g. noise analysis for sources of heterogeneity to model (1) intrinsic noise from stochastic transcriptional processes, low copy number of genes or low protein concentration (2) extrinsic noise in response to the cellular environment and (3) pathway-specific components of extrinsic noise experimentally shown to result from signaling and receptor activity differences. We aim to describe the statistics of intrinsic noise to remove it from total noise, to focus on 2 and 3 in physiology and disease. We might aim to use a new “deterministic, mechanistic” formulation, resting on probabilities and distributions and statistical phenomena and things impossible to pin down – clouds not gears. We might get some useful distance with “correlational” and probabilistic models in which entire networks and states have to be considered as leading to the next nonlinear network and state, with both drawn from sets of alternatives. 
· Extend population modeling. One of the MSM "working groups" is Population Modeling, which at the Oct 2011 meeting laid out the challenges due to variability and the opportunity for dealing with it by representing each variable as a member of a set or population of alternative possibilities. My dear friend Junhyong Kim has suggested that population modeling approaches used in modeling ecology and weather are worth examining here. Such models have also been used successfully in Chemical Engineering for particulate systems (to characterize particle size distributions in such processes as granulation, or crystallization); and also in polymers - macromolecules with non-uniform chain lengths or molecular weights.  My DuPont colleagues BA Ogunnaike et al. developed models of DuPont’s polymer processes for characterizing molecular weight distributions.
Comments:
Implications. Why is the problem of data variability absent in data derived from hypothesis directed studies that focus on one gene or protein at a time? The reason lies in the universal experience that hypothesis directed experiments are very hard: most experiments by far “fail”, for unknown reasons. Thus, it is difficult to acquire data relevant to the hypothesis. Successful experiments produce data supporting a hypothesis (i.e. that “falsify the null hypothesis”) such as “gene a turns on gene b”. “Negative results” from failed experiments are not reported and discarded. In this fashion, in hypothesis directed studies, data variability is eliminated. Such constraining, culling, supervision or filtering is impossible in the acquisition of high throughput data, all the experimental results pro and con on a large set of simultaneously tested hypotheses constitute the dataset. If so, then: 
(1) high throughput data should contain the results of any hypothesis directed study of the same system using the same experimental approach, but this data will be a subset in the variability seen in the dataset.  As suggested above (in the item #1 in the first bullet) this allows our use of the model mechanisms (pathways, networks) from hypothesis directed research to search high-throughput datasets. The test of whether the hypothesized network or model mechanism is found arguably determines whether it may be biologically meaningful. The high-dimensional data is the true “gold standard” - unbiased, quantitatively precise, collected simultaneously. It is possible for the one-at-a-time directed experiments to support assembly of a hypothesized mechanism not actually present as a functional network in a cell, but rather drawn from many different cells in various possible distinct networks and states of the system.
(2) we modelers typically use data from hypothesis driven, directed studies. That is, we typically use the same “model” as the implicit model or mechanism driving the experimental hypothesis in directed studies. However, the variability in post-genomic datasets suggests that these classical models may capture a specific instance or subset of a larger, variable network topology. As a result current mechanistic models might benefit from reconceptualization as networks and clouds. 

(3) that is, in discovering “gene a turns on gene b” and so on we have expected that we were establishing key elements in the functional mechanism, adding one component to it with each hypothesis confirmed. However, the high throughput results reveal many (perhaps hundreds) of such elements and relationships are involved in a function or disease, and further, that their functional involvement is conditional and variable. Thus phenotype results less from establishing a node and instead from the system of network interactions, which cannot be viewed in one-at-a-time directed studies. Understanding multigenic network mechanisms requires considerable creative destruction of existing concepts. 
Neuronal type reconsidered: no two neurons are the same. How many cell types are there in the body. How do we define a cell type. How does a cell constitute a type – e.g. based on position or based on experience (learning). Within a phenotype cell population transcriptional variability is itself variably distributed across genes and cells. The proportion of cells expressing a transcript is a gene-specific parameter, perhaps as an index of regulatory constraint. Variability occurs in both abundance and distribution for a transcript. A reasonable conjecture at this point with respect to the concept of phenotype might be that these are useful conceptually as descriptive categories - but the concept is misleading in terms of what to expect in the data – i.e. to expect underlying homogeneity in molecular physiology. The data show phenotype gradients, states and ranges. We aim to understand variability in phenotype as compensation by each cell to its environmental history and as the basis for functional robustness of the phenotype.
