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Which MSM challenges are you addressing from the IMAG 2009 Report?

#1 Next-generation multiscale models that integrate between different scientific fields We
have been developing the tools to bridge the gap between chemophysiology, traditionally
handled by computational system biology and electrophysiology, the traditional focus of
computational neuroscience.5

#3 Novel methods to fuse data-rich and data-poor scales to enable predictive modeling We
have fused genetic algorithm (GA) to model dynamics at the cell level9 with GA for dy-
namics at the network (tissue) level in order to fill in data-poor dendritic based on somatic
and network dynamical measures.
#4 fuse biological and/or behavioral processes and mechanisms to model outcomes as a
result of various interventions We have worked at the interface of neural dynamics and
behavioral measures by looking at the relation of gamma activity to information transfer
and by evaluating the interaction between ion channel and network factors in the context
of a memory network.8

#5 Reproducible and reusable multiscale models All of our published models are available
in the neural model database (modeldb.yale.edu).
#6 Multiscale models coupled with standardized protocols for model-driven data collection
We have developed techniques to extract data from optogenetic synapse localization tech-
niques (sCRACM) to build a model with synapses at identified dendritic locations (Fig. 1).
#8 Problem-driven multiscale models that require high performance computing
We have been developing new techniques for providing our mixed ODE/PDE/event-drive
simulations on HPCs.1, 2, 3, 4, 7 Working with the San Diego Supercomputer Center, we re-
ceived the 2017 HPCwire Reader’s Choice Award for “Best Use of AI.” (hpcwire.com/2017-
hpcwire-awards-readers-editors-choice)
#15 Underlying mechanisms of therapeutic interventions Our dystonia paper provided an
example of how multi-drug multi-target pharmacotherapy could be predicted in ways that
could never be done in animal trials due to combinatorial explosion.6 This represented a
new collaboration with another clinical neurologist/modeler with expertise in dystonia (Dr.
Sanger).
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Are you using machine learning and or causal inference methods and how? We
use machine learning techniques (Genetic Algorithms) to adjust parameters according to
our fitness functions at cell and tissue levels. As noted, we won an HPC AI award for this.

Please briefly describe significant MSM achievements made. We have devel-
oped novel techniques for developing network circuitry from optogenetic data (Fig 1):

We have developed one of the few neocortical network models based as far as possible on
a set of coherent datasets – data from one species, one strain, one age group, one cortical
area; (however, some parameters are being set from prior estimates or measurements; Fig 2).

Please suggest new MSM challenges moving forward:
Providing interfaces/meshing between high-level top-down phenomenological models of be-
havior with low-level bottom-up models of basic physiology.

What expertise are on your team?
Clinical/Simulation – William Lytton, bill.lytton@downstate.edu
Machine Learning/Simulation – Salvador Dura-Bernal, salvadordura@gmail.com
Neurophysiology/Neuroanatomy – Gordon MG Shepherd, gmgshepherd@gmail.com
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