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Current drug discovery
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Is there a better way to get medicines to patients?

Target

Lengthy in-vitro 
and in-vivo 

experiments; 
Synthesis 

bottlenecks

• 33% of total cost of medicine development
• Clinical success only ~12%, indicating poor translation in patients

Source: http://www.nature.com/nrd/journal/v9/n3/pdf/nrd3078.pdf

Human clinical 
trials

Screen millions 
of functional 
molecules to 
inform design

Lead 
Discovery

1.5 yrs

Lead Optimization
3 yrs

Preclinical
1.5 yrs

1000s of new 
molecules go 

through benchtop 
design, make, and 

test loop

6 years
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Building a precompetitive platform to get better medicines to patients faster 

Accelerating Therapeutics for Opportunities in Medicine

ACCELERATE the discovery 
& development of more 
effective therapies for 
patients

Mission

TRANSFORM drug discovery 
from experiment-driven, 
sequential, and high-failure to 
computation-driven, integrated, 
and patient-centric

Platform 1.0:  Target to candidate   Platform 2.0: Target to patient  

Scope

Vision
How?

AI with High-
performance 
computing

Emerging 
experimental 
capabilities

Diverse 
biological 

data

INTEGRATE

Find the molecule



Our platform is an active learning drug discovery framework
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Working 
Compound 

Library

Retrain property 
prediction models

Design Criteria

Human-relevant 
assays

Chemistry 
Design & 
Synthesis

Experiment

Molecular 
Feature

Simulations

Efficacy

Safety

PK

Developability

Multi-level 
models

Systems 
models

Property Prediction Pipeline
Multi-Parameter 

Optimization Loop

Simulation

Active learning 
decides if/when a simulation 
or experiment is needed to 
improve or validate models

Generative 
Molecular Design
proposes new molecules 

with optimized properties 



Our platform is an active learning drug discovery framework
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Efficacy

Safety

PK

Developability

Multi-level 
models

Systems 
models

Property Prediction Pipeline
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Property prediction pipeline

Data Ingestion + 
Curation

Featurization
Model 

Training + 
Tuning

Prediction 
Generation

Visualization 
+ Analysis

Data 
Lake

Model 
Zoo

Results 
DB

Will be released open source by November 2019



• Raw pharma data consists of 300 GB of a variety of 
bioassay and animal toxicology data on ~2 million 
compounds from GSK

• Domain experts created Jupyter notebooks to process 
data

• Serve as both code and record of modifications made to 
datasets
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Data Ingestion               
+ Curation

Featurization
Model Training      

+ Tuning
Prediction 
Generation

Visualization           
+ Analysis

Data Lake Model Zoo Results DB



Example Pharmacokinetic datasets
In vitro and In vivo

1 10 100 1,000 10,000 100,000

PPB - experimental

PPB - high throughput

Blood_to_Plasma

Hepatic Clearance

MicrosomalClearance

InVivo_Vdss

InVivo_CL

human rat dog

1 10 100 1,000 10,000 100,000

TACR1

SLC6A4

SCN5A

PIK3CG

PDE3A

OPRM1

NR1I2

LCK

KCNA5

HTR3A

HTR2C

HTR2A

HTR1B

DRD2

DRD1

CYP3A4

CYP3A4

CYP3A4

CYP2C9

CNR2

CHRNA1

CHRM2

CHRM1

AVPR1A

ADRB2

ADORA2A

ABCB11

[GRIN1,GRIN2B]

[AURKB,INCENP]

Compound Count

T
ar

g
et

Example safety datasets

(56 targets)

1 10 100 1000 10000 100000

LogD

pKa

Permeability_MDCK

Permeability_PAMPA

Solubility_Aqueous

Solubility_CLND

We have curated ~150 model-ready datasets

In vitro

In vivo

Data Ingestion               
+ Curation

Featurization
Model Training      

+ Tuning
Prediction 
Generation

Visualization           
+ Analysis

Data Lake Model Zoo Results DB



• Support loading datasets from either 
Data Lake or filesystem
• Support a variety of feature types
• Extended Connectivity Fingerprint
• Graph-based features
• Molecular descriptor-based features (MOE, 

Mordred)
• Autoencoder-based features (MolVAE)
• Allow for custom featurizer classes

• Split dataset based on structure to 
avoid bias
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+ Curation

Featurization
Model Training      

+ Tuning
Prediction 
Generation

Visualization           
+ Analysis

Data Lake Model Zoo Results DB



• Have built a train/tune/predict framework to create 
high-quality models
• Currently support:
• scikit-learn models
• Deepchem models (wrapper for TensorFlow)
• XGBoost models
• Allow for custom model classes

• Allow for iterative training of neural nets
• Tune models using the validation set and perform k-fold 

cross validation
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• Support linear grid, logistic grid, random, and 
user-specified steps

• Specify input with JSON file or command line

• Generates all possible combinations of 
hyperparams, accounting for model type

• Groups neural net architecture combinations

• Constrains number of parameters in NN 
based on dataset size

• Checks if model already exists in model zoo
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We have a module for distributed brute-force hyperparameter search
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• Model Portability is key for:
• Releasing to the public

• Sending to partners for testing with internal data
• Incorporating into Multi-Parameter Optimization Loop for generative 

molecular design

• Serialized models are saved to model zoo or disk with 
detailed metadata

• Support complex queries for model selection

• One command generates queries from dictionary or JSON 
file, searches model zoo, and loads matching models 
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• Our models predict
• Binding activation/inhibition values for safety-relevant proteins
• Pharmacokinetic parameters for input into QSP models
• Also working on hybrid ML/Molecular Dynamics models

• Calculate model-based uncertainty quantification 
metrics

• If ground truth provided, calculate a variety of prediction 
accuracy metrics
• All predictions and results saved to Results Database or 

file system based on user preference
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Model-building summary

11,552 total models

9,422 Regression models

2,130 Classification 
models

15 Pharmacokinetic 

datasets
26 Safety Datasets

14



PK datasets vary in size and model accuracy
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• Assays range in 
size from 71 to 
123,759 compounds

• 5 of the assays 
show improvement 
with NN

• Descriptors and 
Graphconv
outperform ECFP

• Test set R2 ranges 
from <0 to 0.7



Classification performance shows high accuracy
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• Assays range in size 
from 187 to 9173 
compounds

• 23 of 28 of the assays 
show improvement 
with NN

• KCNE1 shows largest 
improvement

• Classification 
accuracy appears to 
be relatively high (  
>0.8 ROC-AUC)



The second piece is the multi-parameter optimization loop 
for generative molecular design
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Generative Molecular Design (GMD)
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Iteratively generate new compounds with better properties

Cycle #

Molecules 
meeting 
design 
criteria

Encode

Working 
Compound 

Library

Property Prediction

hERG pIC50

Aqueous Solubility
Design Criteria

hERG pIC50 < 3

Solubility > 10M

Decode

Generative Molecular Design 
Process

Optimize
In

Structures 
with predicted 

properties

Out
New structures 

ready for 
predictions

Working compound 
library improving at 

each cycle

• Junction tree variational autoencoder transforms molecules into continuous vector
• Genetic algorithm perturbs these vectors to create new molecules



Prediction & Design loop validation
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Generative molecular design of AURK B inhibitors 

Starting point:
Early program data

End point: 
Experimental validation

Lead 
OptimizationPILOT 1

Why Aurora Kinase?
• Cancer relevant: >30 clinical trials are ongoing or 

completed for AURKA selective, AURKB selective, 
and AURKA/B dual inhibitors 

• Internal data available: Potency data on ~24k 
compounds available for AURK B and/or AURK A

• Pharmaceutical discovery relevant problem: 
Selectivity between kinases is an important and 
common pharmaceutical discovery problem

Structure overlay of 
AURK A and AURK B

Proof-of-
Concept 



Design Criteria
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Encoder

Initial Compound 
Library 

(3k compounds)

Working 
Compound 

Library

Molecular 
Optimizer

Decoder

Property Prediction Pipeline

Efficacy

Safety

PK

Developability Design 
Criteria

Candidate Quality Panel

Efficacy
AURK B (pIC50 > 9)
AURK B/A Selectivity > 1000

Safety
BSEP (pIC50 < 4)
hERG (pIC50 < 4)

PK
Solubility (>10uM)
CLint (<3 mL/min/g)

Developability 
Solubility (>10uM)
SAS: Synthetic Accessibility Score
QED: Quantitative Estimation of Druglikeness

Proof-of-
Concept 



Initial results: >200 new potent, selective AURK B 
compounds with favorable other properties

21

Other design criteria for top compounds:

criteria met

close to criteria

criteria not met

B pIC50 B/A hERG BSEP PK Sol CL SASDev SolA pIC50

A pIC150

B
 p

IC
15

0

AURK B vs. AURK A  pIC50

3 4 5 6 7 8 9 10 11
3

4

5

6

7

8

9

10

11

All AURK (measured)
First 6 months (measured)
Best 250 Designed (predicted)
AURK in Clinical Trials
Unity
100 Fold Selectivity

Legend:

Proof-of-
Concept 



Generated compounds with existing data for comparison
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High actual vs. predicted values for AURK

Generated compounds not in our internal 
dataset are well predicted

R2: 
AURK A : 0.68
AURK B: 0.75



Initial Results for Make/Test Cycle Generally Favorable 
at Meeting Criteria

* hERG LLQ is <4.3, all compounds at LLQ considered in target

GMD 
Ranking

AURK B 
pIC50 Selectivity

hERG
pIC50 BSEP pIC50

AURK A 
pIC50

36 >10.6 >316 <4.3 3.7 8.1
37 >10.6 >3162 5.5 5.7 7.1
38 >10.6 >1259 4.6 5.5 7.5
42 >10.6 >631 6.3 4.1 7.8
48 >10.6 >3162 5.8 4.4 7.1
68 >10.6 >1995 4.9 5.1 7.3
47 10.2 158 8.0

Criteria Target Total 
Returned

In Target 
Range 

(Predicted)

Within 1 log of 
target

AURK B pIC50 > 9 37 15 (9) 33 (36)

Selectivity >1000 fold 38 4-6 (2) 7 (11)

hERG* pIC50 < 4 57 10 (33) 40 (55)

BSEP pIC50 < 4 55 9 (1) 23 (36)

CLint < 3 mL/min/g 0 N/A N/A

Solubility >10 ug/mL 0 N/A N/A
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Next step: incorporating active learning
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Future work

• Molecular design loop 

• Multi-target profile QSAR and model sharing framework

• Scaled up generative models

• Integrate human systems-level PK and safety models

• Active Learning Loops

• Experiment - automated chemical synthesis and assay loop

• Computational- Optimal experimental design and integration of mechanistic models

• Pilot design studies of increasing complexity

• Genomic target efficacy models

• Network-based design initialization

• Broader chemical space design models
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Thanks to our  
partners and funding 
organizations


